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“The complexity for minimum
component costs has increased
at a rate of roughly a factor of
two per year.”
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The size of a single
transistor decreases by
half every 18 months.

Gordon Moore

co-founder of Intel
1965
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free lunch multicore era

time
Immemorial

we’ll scale the
number of cores
INstead
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The performance The only way
returns from Moore’s forward is to trade
Law ended in 2015! off generality for

efficiency!

Enhanced Security, Open Instructioil
Agile Chip Development

John L. Hennessy and David A. Patterson
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ties, flexibility, power efficiency, and low cost. It is challenging
to improve all of these factors simultaneously. To advance dat-
acenter capabilities beyond what commodity server designs
can provide, we have designed and built a composable, recon-
figurable fabric to accelerate portions of large-scale software
services. Each instantiation of the fabric consists of a 6x8 2-D
torus of high-end Stratix V FPGAs embedded into a half-rack
of 48 machines. One FPGA is placed into each server, acces-
sible through PCle, and wired directly to other FPGAs with
pairs of 10 Gb SAS cables.

In this paper, we describe a medium-scale deployment of
this fabric on a bed of 1,632 servers, and measure its efficacy
in accelerating the Bing web search engine. We describe
the requirements and architecture of the system, detail the
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desirable to reduce gg@E@Mment issues and to provide a consis-

. RS W iR e T lications can rely on. Second, datacenter
Datacenter workloads demand high computational capdbtit®

services evolve extremely rapidly, making non-programmable
hardware features impractical. Thus, datacenter providers
are faced with a conundrum: they need continued improve-
ments in performance and efficiency, but cannot obtain those
improvements from general-purpose systems.
Reconfigurable chips, such as Field Programmable Gate
Arrays (FPGAs), offer the potential for flexible acceleration
of many workloads. However, as of this writing, FPGAs have
not been widely deployed as compute accelerators in either
datacenter infrastructure or in client devices. One challenge
traditionally associated with FPGAs is the need to fit the ac-
celerated function into the available reconfigurable area. One
could virtualize the FPGA by reconfiguring it at run-time to
support more functions than could fit into a single device.
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